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Learning Analysis of Vibration Signals
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ABSTRACT
In this paper, we present a Semi-Supervised Deep Learning 
approach for anomaly detection of Wind Turbine generators 
based on vibration signals. The proposed solution is integrated 
into an IoT Platform as a real-time Workflow. The Workflow is 
responsible for the whole detection process when a new sample 
is inserted in the IoT Platform, performing data gathering, pre
processing, feature extraction, and classification. The chosen 
Semi-Supervised Deep Learning model is a DAE, which builds 
a normality model using healthy data. The classification consists 
of comparing the reconstruction error for the computed entry 
with a normality threshold. The normality threshold is selected 
through an F1-Score analysis of the reconstruction errors over 
labeled data. Finally, the Workflow can produce notifications to 
the users whenever unhealthy behavior is noticed. The ability of 
the proposed mechanism to detect abnormal behavior in wind 
turbines on an IoT Platform is evaluated using a case study of 
real-world healthy and unhealthy data from a Wind Turbine. The 
solution was able to correctly classify every unhealthy sample 
and presented a low false-positive rate. Moreover, Workflow 
results can be improved by conditioning alarm triggering with 
a windowed-based anomaly accumulation.
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Introduction

Reducing carbon emissions and focusing on renewable energy has been 
a worldwide concern for well over three decades (Weyant 1993). 
Investments in green energy have yielded large growth in the sector both in 
terms of economy and research opportunities. Wind energy and other renew
able energy sources are projected to grow substantially in the coming decades 
and play major roles in achieving energy sustainability (Porté-Agel, 
Bastankhah, and Shamsoddin 2019). Advancements in gearbox technology 
contribute in large part to the extension of turbine lifetime and reducing 
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maintenance costs (Qin, Yu-Ting, and Lyu 2018). Control systems and con
dition monitoring are also largely responsible for maintaining the turbines and 
detecting when failures happen (Menezes et al. 2018).

Wind turbine condition monitoring, or fault detection, is a cost-effective 
solution to reduce maintenance costs and loss of profit caused by the break
down of components. Fault detection has an even greater impact on the plans 
to extend the projected life-cycle of the already deployed turbines (Ziegler et al. 
2018). Older turbines do not benefit from the advances in gearbox engineering 
and are still prone to constant wear down and damage (Liu and Zhang 2020). 
Various AI solutions have been proposed to predict and detect turbine faults, 
assisting in diagnosis and allowing technicians to determine when to perform 
preventive maintenance (Amina, Tayeb, and Mouloud 2016; Jiménez, Muñoz, 
and Márquez 2017). Deep ML solutions have become popular in different 
fields, and their application in wind turbines has obtained promising results 
(Stetco et al. 2019).

Wind turbines were designed with large lifetimes to offset their initial 
investment. While some are nearing the end of their planned service lives, 
a large portion still have years ahead of them (Ziegler et al. 2018). There are 
also plans to extend their expected life-cycle. Older turbines do not benefit 
from the newer gearbox solutions and contain numerous bearings and gears, 
which are prone to wear down, and damage (Liu and Zhang 2020). This 
results in increased maintenance costs, as these tend to be corrective instead 
of preventive. Various ML solutions have been proposed to predict and 
detect turbine faults, assisting in diagnosis and allowing technicians to 
determine when to perform preventive maintenance (Jiménez, Muñoz, and 
Márquez 2017).

In this paper, we present a solution for real-time wind turbines anomaly 
detection based on DAE (Bengio et al. 2006; Goodfellow et al. 2016). Our 
approach is integrated into an IoT Platform as a workflow that operates during 
insertion and request operations. First, we generate a normality model 
through a DAE configured with a GridSearch approach. The normality 
model is used to build a workflow that gathers necessary data, preprocesses 
it, extract features, scales them to compose an entry, and classifies it. The 
classification consists of comparing the reconstruction error for the computed 
entry to a normality threshold. Finally, the proposed workflow is able to 
produce notifications to the users whenever abnormal behavior is noticed. 
In this way, the main contributions of this work are:

• A Feature Extraction process that accounts for FFT features and correlates 
the vibration signals with rotation speed.

• The building of a DAE model that learns to reconstruct the healthy 
behavior of Wind Turbines based on vibration data.
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• A real-time Workflow for anomaly detection on Wind Turbines that 
encompasses the feature extraction and the DAE model integrated into an 
IoT Platform and performs classification over the DAE result using 
a normality threshold established using the F1-score on labeled data.

The remainder of the paper is organized as follows: Related Work 
section presents the related works. Architecture section describes the archi
tecture of the proposed approach. Case Study section describes the case study 
and results of the proposed approach. Discussion section discusses the results. 
Conclusion section concludes our paper.

Related Work

(Tyagi and Panigrahi 2017) propose Supervised Learning solution for Gear 
Fault Diagnosis based on vibration data using an SVM-ANN Hybrid. Their 
analysis is focused on teeth faults in Gearboxes, like wear or missing tooth, on 
a study-case using a variable speed AC motor driving a gearbox shaft. The 
SVM-ANN Hybrid is supported by a feature extraction process over the 
vibration data, which extracts both time and spectral domain features using 
a Discrete Wavelet Transform. Their approach achieved good results when 
classifying data from four scenarios, one from a healthy scenario, and three 
from artificially created faults in the gear teeth. Moreover, we differ from their 
work by using a Semi-Supervised approach, in which, a normality model is 
built using only data from healthy periods while classifying the data using 
a normality threshold based on the DAE reconstruction error.

(Mishra, Krogerus, and Huhtala 2019) propose a fault detection classifier 
for Elevator Systems using Deep Autoencoders for feature extraction. The 
DAE is used here to extract deep features by using the encoder result from the 
Deep autoencoder. To do so, they use the complete Autoencoder structure 
during training to fit the weight of the neurons at each layer. Data collected 
from an elevator system is then fed to the encoder model for feature extraction 
and then used as input for a random forest model that performs the fault 
detection task. The usage of deep features as input instead of the measured 
data provided a lower false-positive rate in the final fault detection system.

(Shao et al. 2017) propose a novel DAE feature learning method for rotating 
machinery fault diagnosis, with the objective of eliminating the dependence on 
signal processing techniques and diagnosis experience. The DAE uses raw 
vibration data as input. The autoencoder loss function is substituted by 
a correntropy function to eliminate background noise and enhance feature 
learning. Correntropy is a nonlinear local similarity measure. The proposed 
method achieved a 94:05% average accuracy in detecting faulty signals on 
a motor test bench. ML solutions for fault diagnosis take advantage of the 
correlation between their inputs to classify or detect patterns in data related to 
faults. This detection can sometimes be more accurate than the analysis of 
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a domain expert. However, experts warn against using raw time-domain 
vibration data for fault analysis. The data extracted does not represent well 
the types of failure modes expected in rotating machines. Features extracted 
from the frequency domain have a better representation of the expected faults 
and should be used over raw vibration data.

(Nie, Liu, and Xie 2020) an autoencoder-based solution named denoising 
stacked feature enhanced autoencoder with dynamic feature enhanced factor 
for fault diagnosis of wind turbines. In their approach, feature enhancement 
relies on a competition and enhancement policy that prioritizes neurons with 
higher activation value, suppressing the neurons with lower ones. This 
approach aims at increasing the specialization of the neurons, leading the 
DAE to extract discriminative features. The dynamic factor definition is based 
on the diversity between each of the features. It aims at avoiding the need for 
experts to determine a fixed value for every feature, eventually making too few 
or too many features to be enhanced by the algorithms. The presented 
approach performed better when compared to other solutions for the problem 
of distinguishing between different health conditions. Their work also relies on 
an autoencoder model; however, they focus on distinguishing between specific 
health conditions, while ours focuses on learning normal behavior and detect
ing any deviation from the healthy operation on the input.

(Galloway et al. 2016) present a sparse autoencoder for fault detection in 
tidal turbines. Spectrograms are generated from overlapping 1-s slices from 
vibration samples. Their DAE is then trained with spectrograms, and features 
are learned and represented in their hidden layers. The authors compare the 
DAE classification accuracy with three feature-based classification algorithms, 
SVM, decision trees, and KNN, all obtaining over 93% classification accuracy, 
but not surpassing 96:86%. Their DAE algorithm used two-layer configura
tions, one layer or two layers, with both achieving over 99% accuracy in the 
pre-training phase. After training, the authors perform fine-tuning of para
meters and achieve 100% accuracy in both configurations.

Architecture

The solution proposed in this work is envisioned to handle a continuous 
data flow, which enables it to achieve a more reliable and adaptable 
analysis of the WT performance. Our workflow relies on data preproces
sing and on an ML model to analyze the incoming data. The design of the 
architecture aims at allowing almost any composition of processing algo
rithms to be applied to data, while it is inserted or retrieved from the 
platform. In the following, we describe the solution details and the pro
posed architecture.
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SmartData and IoT Platform

The process begins with the data collection by the WT monitoring systems. 
The data are then converted to the SmartData format and sent to an IoT 
Platform. SmartData (Fröhlich 2018) is a format where data are enriched with 
metadata to make it self-contained in terms of semantics, spatial location, 
timing, and trustfulness. Of particular interest in this work is their self- 
contained semantic, which provides the necessary information for a proper 
training and detection process. For instance, the spatial location and timing 
information allows us to properly identify the state of a specific Wind Turbine 
at a given moment, even with different monitoring systems. Using SmartData, 
our proposed solution also reaches for the associated cloud-based platform 
operated by UFSC, which includes data analysis and visualization tools.

The data analysis is supported by the IoT Platform through a mechanism 
that submits data to a set of workflows for both insertion and recovery 
requests. A workflow is a tool to process data by executing data analysis 
algorithms that take place during insertions or data requests to the platform. 
A workflow, for instance, can make use of ML algorithms during data inser
tions to find correlations and build models to describe the behavior of the 
system through the incoming data or simply apply data transformations or 
unit conversion.

On the Fly Workflow

Workflows can analyze data, apply filters, correct, transform, store new data 
on a secondary time-series, create a time-series, or register logs and send 
notifications. Moreover, the IoT Platform provides support to several data- 
mining tools, providing the necessary resources for data analysis, physical 
model description, and ML integrated with notifications and alarm triggering. 
Thus, it is possible to integrate a real-time monitoring system, with the IoT 
Platform using workflows to analyze incoming data and produce notifications 
whenever data exceed the thresholds for normal behavior. Workflows, then, 
hand over a useful real-time tool for the management of the system (e.g., 
maintenance triggering for high severity errors).

The workflow proposed in this paper was conceived to operate during 
the data insertion on the IoT Platform. The design defines a triggering 
SmartData, i.e., a type of SmartData to be inserted into the platform that, 
when processed by the workflow, triggers a process that will verify the data 
and classify it as normal or abnormal. Once the verification process is 
triggered, the workflow gathers data from secondary time-series that com
pose the model or are necessary for the verification process. The process of 
combining data from different sources may incur adopting a strategy for 
data alignment. In this case, as SmartData is enriched with a high- 
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resolution timestamp and geographical location, data are gathered from 
the same monitored object (which is identified by its geographical posi
tion) and is temporally aligned. Temporal alignment considers a time 
window where signals can be used to compose information that describes 
a moment of the monitored object. With all necessary data collected, the 
workflow prepares the buffers that will be used for the further steps of its 
execution. In case not all the data are available, the workflow discards the 
input data and generates a notification on the SmartData that will be 
inserted informing the platform that it was not possible to classify the 
SmartData because of the absence of complementary information.

Once all the necessary information is available, the workflow runs the data 
buffer preprocessing data. Typical data preprocessing may include the application 
of filters, the transformation of vibration signals through an FFT, the verification 
of the confidence of the measured value for each of the signals, and the applica
tion of domain-specific information to aggregate the incoming data for the next 
steps of the classification process. Next, the proposed workflow applies feature 
extraction algorithms to the collected data. Feature extraction algorithms can be 
applied to extract extra information from the incoming data or simply to generate 
parameters that represent certain information, e.g., to extract different features 
(i.e., characteristics) from the FFT resultant of the vibration data.

Since the different features can have different ranges of values, the extracted 
features are submitted to a data scaling process. This process is used to avoid 
features naturally having a higher impact over ML models. A typical approach to 
scale data is to apply the Min-Max normalization (Shalabi, Shaaban, and 
Kasasbeh 2006) to make the values of all features vary between 0 and 1, according 
to their minimum and maximum values. Different approaches can be used to 
define the minimum and maximum values for each of the features. For instance, 
an expert could define the minimum and the maximum values for each signal. 
Alternatively, these values can be extracted from the data-set that is used to build 
the models. However, the minimum and maximum values applied during the 
training phase must be applied to the classification process to avoid disrupting 
the performance of the model (i.e., precision, accuracy, recall, and others).

With the necessary data processed and the features to be analyzed already 
defined, the next step of the proposed workflow is to classify the input as 
normal or abnormal. This process consists of submitting the processed input 
(i.e., set of collected data and extracted features) to an ML algorithm that will 
decide whether the data represent a normal behavior given the trained ML 
model and the normality thresholds. Once the incoming SmartData has been 
classified, the workflow verifies whether to produce a notification and its 
possible severity level. Abnormal SmartData coupled, or not, to 
a notification structure are sent back to the platform so that the SmartData 
can be inserted into the databases and the notification can be handled to the 
domain owners.
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The behavior of a Wind Turbine can eventually change throughout its 
lifetime. Such a phenomenon can be described as concept drift. As the work
flow accounts for persistence, ML model’s performance can be constantly 
monitored, and the model can be updated in case an adherence threshold 
such as the false-positive rate is exceeded.

Deep Autoencoder

To enable the proposed workflow to detect anomalies, a Deep Autoencoder 
(Bengio et al. 2006) ML mechanism is applied for data classification. An 
Autoencoder (Goodfellow et al. 2016) is an unsupervised learning technique 
with two main components, an Encoder function E and a Decoder function D. 
The Encoder E and Decoder D are usually represented as symmetrical com
ponents regarding the number of neurons used in them. The Encoder is 
a structure that reduces the dimensionality of the input into a latent repre
sentation. This encoded format is then fed into the Decoder which then 
rebuilds the input. In this way, an Autoencoder result can be represented as 
X0 ¼ DðEðxÞÞ. An Autoencoder can be evaluated based on the amount of 
information loss it implies. This information loss is usually expressed in 
terms of the reconstruction error Re ¼ jX0 � Xj. The notion of reconstruction 
error can be used as the Autoencoder optimization function, for instance, 
using the Mean Square Error (MSE) or the Mean Absolute Error (MAE).

Stacking multiple layers of Encoding and Decoding yields a Stacked 
Autoencoder, or Deep Autoencoder. DAE (DAE), or Stacked Autoencoders, 
stands out as a useful ML tool when addressing anomaly detection, especially 
for its ability to learn without requiring labeled data to be available. In this 
sense, this work employs a Deep Autoencoder Model as the ML step of the On 
the Fly Workflow.

The DAE predictions provide the workflow with reconstruction error 
measures for a real-time classification to be engaged. It is expected that, 
for input samples that are similar to those used for training, the DAE, which 
we trained with healthy periods’ data, will present reconstruction error 
results close to the ones observed during training. Thus, a threshold-based 
classification can be established to provide Healthy-Unhealthy behavior 
distinguishing.

Case Study

Building a proper on-the-fly workflow can provide the necessary information 
to achieve predictive maintenance, a goal of many wind farms around the 
world. This section describes in detail the process of building an On the Fly 
Workflow from scratch, using as a use case a data-set from a real Wind 
Turbines’ monitoring system.
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Instrumentation Setup

The case study presented here is built upon vibration signals collected from 
nine Radial accelerometers and two Axial accelerometers instrumented in the 
gearbox and bearings of a Wind Turbine following both ISO 16079–2 (ISO/ 
IEC 2020) and ISO 10816–21:2015 (ISO/IEC 2015) standards. Table A1 
depicts the instrumentation details for each of the signals. Each accelerometer 
is sampled synchronously for 2 s under a 20 kHz sampling rate. Sampling is 
performed every 6 hours to avoid storage and bandwidth issues. Each sample 
is encapsulated in the SmartData format and sent to the IoT Platform. The 
SmartData format guarantees a straightforward interpretation of the data at 
the IoT Platform. Thus, the SmartData format requires the data to be repre
sented in an equivalent SI unit (i.e., m=s2 for vibration data) and coupled with 
high-resolution timestamps and geo-location. High-resolution timestamps 
and geo-location enable further analysis on the IoT Platform coupling the 
data-set with external information, such as textual maintenance logs and 
weather information, by matching them in space and time. Moreover, time
stamping the data points also enables converting the information from the 
time domain to the frequency domain via an FFT for spectral analysis of 
different signals from the same turbine.

To support the vibration analysis, a phase reference signal was sampled 
through a proximeter. The sampling is done synchronously with the vibration 
data under a 4 kHz sampling rate. This information is used to calculate the 
rotation speed of the Wind Turbine bearings relative to each of the acceler
ometers instrumented. The relation of the Phase Reference data to the data will 
be further explained in the next section.

Two sampling periods were selected to build the ML model for the On the 
Fly Workflow. The first period consists of over 2 months of data collection 
prior to a severe fault at the inner bearing raceway, which required the bearing 
replacement. The second sampling period corresponds to over 6 months of 
data collection after the aforementioned maintenance. Thus, providing data 
from both healthy and unhealthy scenarios. The main idea is to use the healthy 
scenario data to train the proposed ML model in an unsupervised approach 
while using the unhealthy scenario data to validate the anomaly detection 
capabilities.

Preprocessing and Feature Extraction

To increase the effectiveness of the ML models, preprocessing techniques such as 
scaling and filtering can be applied to the data-set. Moreover, we employ feature 
extraction techniques over the frequency domain representation of the vibration 
data. The preprocessing and feature extraction processes are the following:
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(1) DC Component Removal and Band-Pass Filters: Filtering Vibration 
data can yield better features and further improve the system performance. 
The first step is to remove the DC component by subtracting the mean value 
from the vibration signal (Qihe 2019). The next step is to apply a Butterworth 
Band-Pass filter (Freitas, Nishioka, and Mourão 2019) to remove low impor
tance ranges from the analysis. The result of the filtering step can be seen in 
Figure B1 and B2.

(2) Rotation Speed: Wind Turbines are naturally exposed to high variations 
in wind speeds. These variations impact the rotation speed of the Gearbox 
bearings, and subsequently the vibration data collected. To avoid the necessity 
of various ML models for each range of rotation speed, we apply a relation 
between the rotation speed of the Gearbox bearings, calculated from the 
reference signal sampled, to correlate the vibration data and the rotation 
speed. First, we need to calculate the reference rotation speed in Hz. To do 
so, the following algorithm is used:

(a) Define a limit l as ðmaxðdataÞ þminðdataÞÞ=2.
(b) Classify each data point in the phase reference data-set using l as 

follows: ifdata½i�> lthendata½i� ¼ 1elsedata½i� ¼ 0
(c) Now, count sequential data points in which the limit l has not been 

breached. Save the result in a list c.
(d) Calculate the sampling rate fs of the data-set.
(e) Normalize each value in the list c using fs.
(f) Convert the elements in c from period to frequency as c½i� ¼ 1=c½i�.
(g) Return the average value of the c list.
Next, we need this reference value along the constructive data of the Wind 

Turbine to get the rotation speed based on the number of teeth on each 
bearing. Then, each rotation speed is correlated with each respective signals 
by multiplying the signal by the rotation speed. The result of this process can 
be seen in Figure B3.

(3) FFT: This step is the transformation of the sample from the time domain 
to the frequency domain, which is done using an FFT. Using the frequency 
domain for further feature extraction provides us with a different visualization 
of the information, as for many rotation machines like Wind Turbine 
Gearboxes, the frequency domain visualization exposes frequencies of interest 
along with their harmonics. The FFT transformation of the raw data presented 
in Figure B1 and the preprocessed data presented in Figure B2 is depicted in 
Figure B4.

(4) Feature Extraction: Each of the eleven vibration data still yields 20000 
entries in the frequency domain. Feature extraction is applied to simplify the 
input data for the ML models, therefore, reducing its overall complexity. This 
process is based on the feature extraction methods for vibration data 
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recommended by Caesarendra et al. in (Caesarendra and Tjahjowidodo 2017). 
The resulting feature-set contains eleven features, totaling 121 entries for the 
ML model. The following describes each of the eleven features extracted:

(a) Min: Is the minimum of the FFT sample: 

minðsÞ ¼ min xjx 2 FFTðsÞ (1) 

(b) Max: Is the maximum of the FFT sample: 

maxðsÞ ¼ max xjx 2 FFTðsÞ (2) 

(c) Average: Is the average of the FFT sample. 

avgðsÞ ¼
1
N

XN

i¼1
xijxi 2 FFTðsÞ (3) 

(d) RMS: Is the Root Mean Square of the FFT sample. 

rmsðsÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
N

XN

i¼1
x2

i jxi 2 FFTðsÞ

v
u
u
t (4) 

(e) Variance: Is the variance or dispersion of the FFT sample around their reference 
mean value (Caesarendra and Tjahjowidodo 2017):

varðsÞ ¼
PN

i¼1 ðxi � mðsÞÞ2

ðN � 1Þσ2 jxi 2 FFTðsÞ (5) 

(f) Skewness: Is the measure of the asymmetry of the probability-density of the FFT 
sample:

skðsÞ ¼
PN

i¼1 ðxi � mðsÞÞ3

ðN � 1Þσ3 jxi 2 FFTðsÞ (6) 

(g) Kurtosis: Is a measure of whether the data are peaked or flat relative to a normal 
distribution (Yiakopoulos, Gryllias, and Antoniadis 2011):

kuðsÞ ¼
PN

i¼1 ðxi � mðsÞÞ4

ðN � 1Þσ4 jxi 2 FFTðsÞ (7) 

(h) Shape Factor: Refers to a value that is affected by an object’s shape but is independent 
of its dimensions (Yiakopoulos, Gryllias, and Antoniadis 2011):

902 J. L. CONRADI HOFFMANN ET AL.



sf ðsÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N
PN

i¼1 x2
i

q

1
N
PN

i¼1 jxij
jxi 2 FFTðsÞ (8) 

(i) Crest Factor: It is defined as the ratio of the peak value to the RMS value with the DC 
component removed (Yiakopoulos, Gryllias, and Antoniadis 2011):

cf ðsÞ ¼
maxjxij
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N
PN

i¼1 x2
i

q jxi 2 FFTðsÞ (9) 

(j) Energy: Is the energy of the signal in the frequency domain. 

enðsÞ ¼
1
N

XN

i¼1
x2

i jxi 2 FFTðsÞ (10) 

(k) Spectral Entropy: is a measure that reflects the uniformity of the power spectrum 
density (PSD) (Tian et al. 2017). In this paper we follow Vallat implementation (Vallat 
2020), defined to be the Shannon entropy of the power spectral density (PSD) of the data:

seðs; fsÞ ¼ �
Pfs=2

i¼1
pi log2 pijpi 2 P;

whereP ¼ jPSDðsÞj
(11) 

(5) Data Scaling: Min-Max scaling (Shalabi, Shaaban, and Kasasbeh 2006) is 
applied to the extracted features to enable fair weighting of each of the 
features. These scale to the range f0; 1g.

Deep Autoencoder Model

After the preprocessing step, the 11 features of each of the 11 vibration signals 
are concatenated, creating samples composed of 121 features. As depicted in 
section 4.1. The Deep Autoencoder implemented here follows the description 
provided in Section 3.3, where the DAE learns from the healthy data-set, 
which is composed of 584 samples from over 6 months of monitoring. 
Healthy data-set was split in a 70/30 ratio, using 70% for training and 30% 
for validation. Finally, the unhealthy data-set is composed of 89 samples from 
over 2 months of monitoring (see Section 4.1).

As the DAE is trained to minimize reconstruction errors from the healthy 
period, it is expected that the Encoding-Decoding process will lend higher 
reconstruction errors for samples that differ from the samples presented 
during training, and smaller reconstruction errors for samples similar to the 
ones presented during training.
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To achieve a DAE architecture capable of capturing the main features of 
the healthy data-set, and subsequently lend small reconstruction errors, 
a GridSearch (Goodfellow et al. 2016) approach for hyper-parameter selec
tion was employed. GridSearch implements an exhaustive search through 
a parameter grid structure, scoring each hyper-parameter combination 
according to a user-defined metric. In this sense, the employed GridSearch 
searches through an activation function, layers’ configuration, kernel initia
lizer, kernel optimizer, and kernel regularizer. The layers’ configuration has 
been explored over the dimensionality reduction at each layer up to the 
latent representation, assuming a symmetrical Encoder-Decoder structure. 
Moreover, dropout layers were also added between each layer, varying the 
dropout intensity in the range {0,0.5} (Baldi and Sadowski 2013). The 
remaining hyper-parameters have been evaluated considering the available 
options at the selected library. The negative mean absolute error was the 
scoring metric selected to evaluate the model’s performance. Through this 
metric, the algorithm selects the highest score (score closer to 0) as the best 
result.

The best configuration yielded by the GridSearch scored 0.037 Mean 
Absolute Error and composed of Hyperbolic Tangent (tanh) as the activation 
function for all layers, Adam optimizer, Glorot Uniform for weight initializa
tion, and L2 regularization using a factor of 0.001. The selected configuration 
was composed of seven layers, one input layer and three encoding layers, 
where the last encoding layer, the latent representation or code, is shared 
between the encoder and decoder, three decoding layers, and one output layer. 
Table A2 presents the number of neurons in each layer. The resulting hyper
parameters were used to train the final model using an early stopping metric to 
evaluate the model learning.

Several approaches can be used when selecting the classification threshold 
Tc. The simplest one is selecting the maximum reconstruction error pre
sented in the training data-set: Tc ¼ maxðReÞ. Other techniques select the 
threshold based on the mean and standard deviation σ of the reconstruction 
errors presented by the training data-set: Tc ¼ meanðReÞ þ α � σ, where α is 
a user-defined parameter similar to traditional outlier detection. 
Nevertheless, without data from unhealthy scenarios, the quality of the 
threshold selection, and subsequently from the DAE, cannot be assured. 
For instance, selecting the maximum reconstruction error from the data- 
set provides 100% of precision for the classification; however, it can incur 
a low recall rate.

In this paper, data from the same Wind Turbine, prior to a failure in one of 
the Wind Turbine Bearings (see Section 4.1), is used to evaluate the DAE 
model and to perform the threshold selection. We implement the threshold 
selection following the idea proposed by Aygun and Yavuz (Aygun and Yavuz 
2017). The method proposed by the authors requires a data-set of unhealthy 
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samples to evaluate a set of thresholds, selecting the one with the highest 
accuracy for the trained DAE. The method consists of using the mean absolute 
error metric alongside the standard deviation σ of the reconstruction errors to 
establish a set of 100 thresholds to be tested in the range fMAE;MAEþ 3 � σg.

The algorithm implemented here is an adaptation of the aforementioned 
method. First, the thresholds limited are extended to values in the range 
fMAE � 5 � σ;MAEþ 5 � σg, and we select the threshold based on the F1- 
Score (C. J. Van 1979) instead of the accuracy.

Results

In this scenario, all metrics reached their best measures at the same threshold 
of 0:056581, achieving 99:7028% of accuracy, 97:8022 of precision, 100:00% of 
recall, and 98:8889% of F1-score. Figure B5 presents the proposed algorithm 
results, presenting the evaluated thresholds and the respective metric.

The reconstruction errors for the Healthy data-set are depicted in green on 
Figure B6. For this data-set, the DAE model presented an MAEðReÞ ¼ 0:024 
and a σ ¼ 0:0073 for healthy signals. Thus, the threshold selection ranged 
from 0:0021 to 0:0604. Only two samples presented reconstruction errors 
greater than threshold, with :0778 and 0:0664. The median of the reconstruc
tion errors for the Healthy data-set was 0:023. The smallest reconstructing 
error was 0:0118. Figure B7 presents the reconstruction error over the samples 
ordered by time.

The reconstruction errors for the Unhealthy data-set are depicted in red on 
Figure B6. For this data-set, the DAE model presented an MAEðReÞ ¼ 0:1735 
and a σ ¼ 0:0923. The maximum reconstruction error presented by the model 
for unhealthy data-sets was 0:3903, a value close to twice the mean reconstruc
tion error for this data-set. Moreover, the median of the reconstruction errors 
was 0:109 and the smallest reconstructing error was 0:1484, and no samples 
were misclassified. Figure B8 presents the reconstruction error over the sam
ples ordered by time.

Discussion

The presented solution aims at operating in real-time once it is integrated into 
the IoT Platform that stores sensed data. The data collected by the monitoring 
systems according to the instrumentation of the wind turbines (Section 4.1) is 
sent to the IoT Platform and processed by the workflows prior to the insertion 
on the databases. The presented workflow collects complementary data, pre
processes and extracts features from it (Section 4.2), and classifies them 
according to a DAE whose model was generated from healthy data and 
threshold was selected to distinguish better between healthy and unhealthy 
signals (Section 4.3).
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The model generation relies on a GridSearch approach to determine the 
best configuration for the layers, dropout, activation function, optimizer, 
kernel initializer, and regularizer, and the threshold definition takes advantage 
of the known unhealthy data to make an evaluation of the generated f1-score. 
The adoption of the f1-score metric for the threshold definition balances the 
model's ability for both healthy and unhealthy data detection. A shortcoming 
of this approach is that the present workflow does not achieve a fully correct 
classification for healthy data. In fact, the chosen threshold achieved an 
accuracy of 99:7028%, a precision of 97:8022%, and a recall of 100%.

Finally, when the presented workflow detects abnormal behavior, it can 
produce notifications that alert the user. However, as indicated by the results 
(Section 4.4) and earlier discussed in this section, the presented model can 
classify healthy data as unhealthy. The workflow can use a severity value 
accumulated during a predefined time-window to avoid a misclassification 
to generate a notification. This strategy is based on the fact that healthy data 
misclassification is rare and sparse, as depicted on Figure B7. In this way, by 
comparing the severity value with a predefined severity threshold, the work
flow can select whether to notify the user or not, which can reduce the number 
of false-positive notifications.

Conclusion

In this paper, we present an approach for anomaly detection in Wind Turbine 
generators based on Deep Learning analysis of the vibration signals. The 
proposed solution operates as a workflow that is integrated into an IoT 
Platform and, thus, can deal with real-time collected data.

The model generation relies on a GridSearch approach to determine the 
best configuration for the layers, dropout, activation function, optimizer, 
kernel initializer, and regularizer. Once these configurations are defined, 
the threshold definition process focuses on establishing the best threshold 
value for the evaluation metrics (i.e., accuracy, precision, recall, and f1- 
score). Finally, the selected threshold is the one that presents the highest f1- 
score.

The normality model is used to build a workflow that gathers necessary 
data, preprocesses it, extracts features, and scales them to compose an entry 
to classify with the normality model. The classification is done by compar
ing the reconstruction error for the computed entry to the normality 
threshold.

The detection model achieved an accuracy of 99:7028%, a precision of 
97:8022%, and a recall of 100%. Moreover, the proposed workflow can pro
duce notifications to the users whenever abnormal behavior is noticed.
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Appendix A. Tables

Appendix B. Figures

Table A1. Gearbox instrumentation details.
Sensor Description Sampling Rate SI Unit

1 Radial – Rear Generator 20KHz m=s2

2 Radial – Front Generator 20KHz m=s2

3 Radial – High Speed Shaft 20KHz m=s2

4 Axial – High Speed Shaft 20KHz m=s2

5 Radial – Intermediate Shaft 20KHz m=s2

6 Radial – Low Speed Shaft 20KHz m=s2

7 Radial – Planetary Bearing 20KHz m=s2

Horizontal
8 Radial – Planetary Bearing 20KHz m=s2

Vertical
9 Radial – Main Bearing 100mV=g 20KHz m=s2

10 Radial – Main Bearing 500mV=g 20KHz m=s2

11 Axial – Main Bearing 20KHz m=s2

12 Proximeter – Phase Reference 4KHz V

Table A2. Grid search: Best layers configuration.
Layer Layer Type Neurons

1 Input 121
2 Encoder 90
3 Encoder 68
4 Encoder/Decoder 60
5 Decoder 68
6 Decoder 90
7 Output 121
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Figure B1. Raw vibration sample.

Figure B2. Vibration sample after DC and band-pass filters.
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Figure B3. Vibration sample after filtering and rotation speed multiplication.

Figure B4. Vibration sample FFT with and without preprocessing.
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Figure B5. Threshold selection and the respective metrics.

Figure B6. Reconstruction error distribution for healthy and unhealthy data-set.
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Figure B7. Reconstruction error of Healthy data-set over time.

Figure B8. Reconstruction error of Unhealthy data-set over time.
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